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Abstract

Interactions between individuals such as hosts and pathogens are often characterized by substantial phenotypic plasticity. Pathogens
sometimes alter their exploitation strategies in response to defensive strategies adopted by their host and vice versa. Nevertheless, most
game-theoretic models developed to explain the evolution of pathogen and host characteristics assume that no such plasticity occurs.
Allowing for phenotypic plasticity in these models is difficult because one must focus on the evolution of pathogen and host reaction
norms, and then allow for the potentially indefinite reciprocal changes in pathogen and host behaviour that occur during an infection as a
result of their interacting reaction norms. Here, we begin to address these issues for a simple host—pathogen system in which the pathogen
exhibits a level of virulence and the host exhibits a level of immune clearance. We find, quite generally, that plasticity promotes the
evolution of higher levels of cooperation, in this case leading to reduced levels of both virulence and clearance.

© 2006 Elsevier Inc. All rights reserved.
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1. Introduction

Most models of evolutionary games do not explicitly
account for the possibility of players altering their actions
in response to information about their opponent’s actions
before the overall outcome is decided. Rather, game theory
models in biology typically constrain players to decide
upon a course of action in ignorance of that chosen by a
partner or opponent, and then to use these chosen levels
from that point onward. In nature, however, such
interactions are often plastic (Agrawal, 2001). Although
‘situation-dependent’ strategies, such as the Retaliator of
Maynard Smith and Price (1973), have been allowed for
ever since the inception of evolutionary game theory, it is
only in the last decade that these are receiving proper
attention. For example, Doebeli and Knowlton (1998)
studied the evolution of interspecific mutualism using
“reactive’ strategies in a continuous version of the
Prisoner’s Dilemma game. Their approach has since been
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adopted by other studies of a similar kind (e.g. Roberts and
Sherratt, 1998; Wahl and Nowak, 1999a, b; see also review
by Doebeli and Hauert, 2005).

One simple form of plasticity is what might be called
precedence: one of the two players must necessarily “‘act
first” in the sense that the other has knowledge of its
strategy, and can respond to this information (Kokko,
1999; McNamara et al., 2003; Pen and Taylor, 2005). In
this case, we would expect that the second player evolves to
choose a best response, i.e. a behavioural optimum,
conditional on its opponent’s strategy. The first player
might then maximize its fitness conditional upon the best
response of the second. In this case, the strategy pair
converges to what has become known as a Stackelberg
equilibrium (Kokko, 1999; Fudenberg and Tirole, 1991;
McNamara et al., 2003).

We can carry this idea further by supposing that both
players can respond plastically to information about the
strategy adopted by the other. But now some new
questions arise. If both players have reaction norms that
specify their action in response to that of their opponent,
then this will result in an indefinite cycle of reciprocal
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plastic change in each player. We find ourselves in a
potentially infinite loop of mutual manipulation, and to
handle this we therefore need to restrict attention to
reaction norms that will result in the asymptotic conver-
gence of the actions of each player to a steady state in a
relatively short period of time. This has been referred to as
negotiation in the recent literature (McNamara et al., 1999,
2003; Taylor and Day, 2004).

In current theoretical treatments of negotiation, the
traditional strategies (level of investment, level of aggres-
sion) are replaced by negotiation rules, i.e. functional rules
for responding to a level of behaviour adopted by ones
opponent. Negotiated games consider the fitness of a
negotiation rule, given the negotiation rule of an opponent
and the evolutionary outcome in this context is again
expected to be a Nash equilibrium, but in the space of
negotiation rules rather than in the space of behaviours
that are adopted. This new perspective leads to new
solutions and, ultimately, to predictions that are qualita-
tively different from those arrived at under precedence or
other non-negotiated means (McNamara et al., 1999, 2003;
Taylor and Day, 2004). In particular, the incorporation of
negotiation into evolutionary games can lead to novel
explanations for the evolution of such problematic
behaviours as cooperation (Taylor and Day, 2004) and
some forms of altruism (Pen and Taylor, 2005).

In the spirit of this issue, Game Theory Now, we explore
the consequences of these new ideas in evolutionary game
theory, in the biological context of host-pathogen coevolu-
tion. Game theoretic treatments of host—pathogen coevo-
lution continue to be an active area of research (van
Baalen, 1998; Day and Burns, 2003; Restif and Koella,
2003), and in light of recent applications of evolutionary
theory to epidemiology (Gandon et al., 2001; Dieckmann
et al., 2002) this area is likely to continue to flourish. The
goal of this paper is to understand how the allowance for
plasticity in host—pathogen interactions alters the predic-
tions concerning the coevolution of pathogen virulence and
host immune response. Previous work has demonstrated
that host—pathogen coevolution can have two distinct
outcomes: (i) commensalism, and (ii) increased pathogen-
induced mortality rate (virulence) along with increased
clearance rates (van Baalen, 1998). Does the occurrence of
plasticity in hosts and/or pathogens tend to favour either of
(1) or (i1)?

The remainder of this article consists of four sections. In
Section 2, we describe a simple model of host—pathogen
coevolution. In Section 3, we consider the effect of
plasticity. We look first at precedence, when -either
pathogen or host must “act first,” and we obtain analytical
results. Following that we consider negotiation in which
each player can respond to the current level of activity of
the other and we use simulations to obtain our results. Our
results are discussed in Section 4. Interestingly, in all cases
examined we find that the allowance for plasticity results in
the evolution of both reduced pathogen virulence and
reduced host clearance.

2. A simple host—pathogen system

Most models for the evolutionary dynamics of pathogen
virulence and host defense mechanisms are based on some
form of underlying epidemiological model. Such models
are typically of the susceptible-infected variety (i.e., S—/
models; Hethcote, 2000; Diekmann and Heesterbeek,
2000). A particularly simple example is the following:

ds

—=F—-fpSI 1

T BSI + cl,

dr

a_ﬂSl—vI—d. 2.1

Here S and I are the sizes of the susceptible and infected
host population, F'is a function that specifies the dynamics
of the susceptible population in the absence of the
pathogen, f is the transmission rate coefficient, v is the
pathogen-induced mortality rate (i.e., virulence), and c¢ is
the per capita rate at which the infected hosts recover from
infection (referred to as the host clearance rate) and (in this
model) become susceptible again.

To study evolutionary change in pathogen virulence in a
game-theoretic context using the above model, we first
suppose that the epidemiological dynamics reach a stable
endemic equilibrium (i.e., an equilibrium where the
pathogen has not gone extinct) and we then imagine
introducing a mutant pathogen strain into the population
(Day and Proulx, 2004). We can then derive an expression
for the growth rate of this mutant strain. This growth rate
expression is a measure of the mutant’s fitness (Metz et al.,
1992) and it can be used to obtain the evolutionarily stable
(ES) pathogen strain. Under a wide variety of models, it
has been shown that the ES pathogen strain is one that
maximizes the expected number of new infections produced
by a single infected host (per available susceptible host)
(Bremermann and Thieme, 1989; Frank, 1996). For the
above model, this quantity can be calculated as /(v + ¢); f§
is the rate at which new infections are produced, and
1/(v+ ¢) is the expected duration of an infection.

From the expression for pathogen fitness, /(v + ¢), we
can see that the ESS strain is one for which virulence is
zero. Clearly not all pathogens are avirulent, however, and
this has led many researchers to suppose that there are
tradeoffs between various parameters in the above fitness
expression. The tradeoff that has received the most
attention is one between the transmission rate, f, and
virulence, v. In particular, it is often supposed that
pathogen strains cannot have a high transmission rate
without also inducing a high mortality rate on their hosts.
This can be incorporated into the above model by treating
transmission rate as an increasing function of virulence. A
particularly simple form that we will use below is f = v",
where n is a shape parameter. Since we want the
transmission rate f§ to exhibit diminishing returns against
the virulence v, we take n to be between zero and one.

Similarly, we can study evolutionary change in host
clearance rate in a game-theoretic context by introducing a
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mutant host genotype at the endemic equilibrium of model
(2.1) that codes for an altered level of clearance (van
Baalen, 1998; Day and Burns, 2003). Again we can then
derive an expression for the growth rate of this mutant host
genotype. This is a measure of host fitness and it can be
used to calculate the ES host clearance rate. The expression
for the mutant host growth rate that is obtained from
models such as (2.1) is a bit complicated, however, owing
to the fact that there are two kinds of host individuals that
might have the mutant genotype (susceptible hosts and
infected hosts; see van Baalen, 1998; Day and Burns, 2003).

Given the two above-mentioned fitness expressions for
mutant pathogens and for mutant hosts, we can then also
analyse coevolutionary models. Specifically, we can use
these two fitness expressions to determine the joint,
coevolutionarily stable level of pathogen virulence and
host clearance (van Baalen, 1998; Day and Burns, 2003).
Generally speaking, virulence is selectively advantageous
for the pathogen owing to its effect on transmission rate,
but it is also selected against because infections last longer
(and therefore can transmit pathogen propagules for
longer) when virulence is low. The ESS virulence strikes a
balance between these benefits and costs, and just where
this balance is struck depends on the host clearance rate
(van Baalen, 1998). Host clearance also has costs and
benefits. Clearance is obviously beneficial to the host since
it allows the host to rid itself of the infection. Clearance is
also assumed to have costs, however, because energy
devoted to defense mechanisms is energy taken away from
other components of host fitness. For example, high
clearance rates might come at the cost of reduced host
fecundity (e.g., Demas et al., 1997; Moret and Schmid-
Hempel, 2000). The ESS clearance rate then strikes a
balance between these benefits and costs, and where this
balance is struck depends on the pathogen’s level of
virulence.

Our goal here is to consider the outcome of such
coevolutionary interactions when there is some plasticity of
behaviour—either a possibility for the pathogen to adjust
the level of virulence in response to the clearance rate
exhibited by the host, or a possibility for the host to adjust
the level of clearance in response to the level of virulence
exhibited by the pathogen, or both. When both can
respond, we will introduce ‘“‘response rules” for both
players that specify the virulence that the pathogen exhibits
in response to the clearance rate of the host and vice versa.
The interaction of a host and pathogen response rule
during an infection results in some steady state level of
virulence and clearance during the infection. These steady
state values can then be used in the above-mentioned
fitness expressions for host and pathogen to calculate the
resulting fitness of each party. Our goal will be to find the
coevolutionarily stable response rules of host and pathogen.

Note that this is a subtle but important change in
perspective from previous host—pathogen models. The
objects of the analysis here are no longer the virulence
and clearance rates per se, but rather the response rules of

the host and the pathogen. Of course, these response rules
will generate some level of virulence and clearance during
any given infection, but it is the response rule itself that is
considered to be the evolutionary object of interest. We
would like to know whether the level of virulence and
clearance that results from the coevolutionarily stable
response rules differs from those that are obtained in the
absence of this type of negotiation.

In order to make the exposition as simple as possible we
have elected to simplify the underlying epidemiological
model on which the fitness expressions are based.
Specifically, we focus on a host—pathogen system in which
all hosts are infected as juveniles. If the host’s clearance
rate is ¢ during this stage and the pathogen’s virulence is v,
then the host will survive infection with probability
¢/(c + v). If the host survives infection during the juvenile
stage, then it can expect a total reproductive output of
b/(my + ¢) during the adult stage, where b is the rate of
offspring production as an adult, and (mg + ¢) is the
mortality rate of an adult (which is assumed to increase
linearly with the investment made in clearance during the
juvenile stage from a baseline value of myg). With these
specifications, we have the following pathogen and host
fitness expressions:

U}’l

vtc ov+ec
c b

(+c) (my+c)

Of course fitnesses will also depend on the population-
wide average values 0 and ¢, but we will usually suppress
this dependence in the notation. To keep things simple we
will assume that population-wide behaviour acts simply to
normalize P and H, so that each of the expressions in (2.2)
gets multiplied by a “constant” that depends on ¢ and ¢.
These constants won’t affect the equilibrium conditions nor
the stability conditions (ES and CS) and we will omit them.
We remark that in this simple case, both stability
conditions (ES and CS) reduce to the two fitness maximum
conditions P,, <0 and H.<0. Expressions (2.2) will be
used in the remainder of this article.

Pathogen : P(v,c) =

Host: H(v,¢) = (2.2)

3. The effect of plasticity on the levels of investment

In this section we analyse the coevolutionary outcome of
host—pathogen interactions under three different assump-
tions about the occurrence of phenotypic plasticity: (i) no
plasticity in host or pathogen, (ii) plasticity in either the
host or the pathogen (but not both), and (iii) plasticity in
both the host and the pathogen.

3.1. No plasticity

First we consider a host—pathogen system in which the
pathogen exhibits a fixed virulence v and the host exhibits a
fixed clearance rate ¢ during an infection. The fitness of
both individuals, P(v,c) for the pathogen and H(v,c) for
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the host, will depend upon both strategies as defined by
(2.2). Given this, we expect a monomorphic population to
reside at a Nash equilibrium determined by

Py(0,¢) = H(0,¢) =0, (3.1

where subscripts denote partial derivatives. We assume that
this equilibrium is stable in the two fundamental ways, ES
(Maynard Smith, 1974) and convergence stable (CS)
(Eshel, 1983; Christiansen, 1991). The above results will
serve as a baseline against which we can compare the
evolutionary outcomes when there is plasticity.

3.2. Plasticity in either the host or the pathogen

We investigate what happens to the above equilibrium if
one of the players can respond plastically to information
about the action exhibited by the other player (Fudenberg
and Tirole, 1991; Pen and Weissing, 2002; Abe et al., 2003;
Pen and Taylor, 2005). We expect that this will change the
equilibrium levels of virulence ¢ and/or clearance rate ¢,
and our objective is to determine whether these will
increase or decrease. If the pathogen knows the clearance
rate ¢ of the host, it will choose v to maximize its fitness P
and the derivative condition for this is P,(v,c) = 0. If the
host knows the virulence level v of the pathogen, it will
choose ¢ to maximize its fitness H and the derivative
condition for this is H.(v,c¢) = 0. These “best response”
curves are plotted in Fig. 1 for the functions of (2.2). They
intersect at the Nash equilibrium (3.1).
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Fig. 1. Host and pathogen reaction norms and a number of equilibrium
points of various types using the fitness functions (2.2) with n = 3/4,
mo =b = 1. If the pathogen knows the host’s clearance rate ¢ (host
precedes), the equilibrium is on the curve defined by P, = 0, and this is the
line v = 3c¢. If the host knows the pathogen’s virulence v (pathogen
precedes), the equilibrium is on the curve defined by H, = 0, and this is the
curve v = ¢2. The Nash equilibrium (3.1) is at ¢ = 3, v = 9 where these two
intersect. Under precedence, the Stackelberg equilibria are marked for
reliability » = 1/2 and r = 1. We use ry when the host responds to the
pathogen and rp when the pathogen responds to the host.

Here, we allow the possibility that information received
from the partner may be incomplete, and thus we model
fitness as

Pathogen fitness (host goes first) rP(v,c) + (1 — r)P(v, ¢),
(3.2)

Host fitness (pathogen goes first) rH(v,c) + (1 — r)H (D, ¢),
(3.3)

where r denotes the reliability of the information received
or in another interpretation it could represent the prob-
ability that the pathogen or host is able to respond to the
information. For example, suppose the host goes first.
When r=1 the pathogen receives perfect information
about the host’s c¢-value and can respond precisely by
choosing v to maximize P(v,c¢). When r = 0, there is no
effective information transfer and the pathogen treats the
host as a random member of the population, with clearance
rate ¢, and responds by choosing v to maximize P(v, ¢). For
intermediate r, we take fitness (3.2) as an average of these
two cases.

Host goes first: The first derivative condition for the
maximization of (3.2) as a function of v is

rP,(v,¢)+ (1 —r)Py(v,¢) = 0. 3.4
Eq. (3.4) can be regarded as defining v implicitly as a
function of ¢: v = #(c). The host, on the other hand, will be

expected to exhibit a value of ¢ that maximizes its fitness
(which depends on what the pathogen will do):

H(c) = H(i(c), ¢). (3.5)
The first derivative condition for that is

dA dv

—=H,—+H.=0. .

i P + 0 (3.6)

We find the derivative of ¢ by differentiating Eq. (3.4)
with respect to ¢, with v = #(¢c) and then evaluating
everything at the Stackelberg equilibrium ¢:

d dv

S (rPu((0), ) + (1 = DPLH(C). )|, = Puy oo+ 1Py = 0,

de = de

do Pvc

—=—r—. 3.7

de er @7
Putting this into (3.6) we get the host’s condition

H(‘ Puc

—=r—. 3.8

HU PUU ( )

Eqgs. (3.4) and (3.8) together, evaluated at the popula-
tion-wide average values ¥ and ¢, give us the equilibrium. In
the economics literature, typically with r = 1, this is known
as a Stackelberg equilibrium (Fudenberg and Tirole, 1991).
In case r = 0, there is no useful information transfer and
we obtain, as expected, the Nash equilibrium (3.1).

Pathogen goes first: Here we suppose that the host, upon
infection, can assess, with some uncertainty, the level of
virulence of the pathogen and is able to respond by
investing more or less resources into clearance. Then,
exactly as above, with host fitness (3.3), the equilibrium
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conditions are:

H(f(v» C) = 09 (39)
P, H,,

v 1
Pl (3.10)

where r in this case denotes the reliability of the
information received by the pathogen.

3.2.1. The effect of precedence on the equilibrium levels of
virulence and clearance

To assess the effect of precedence on the equilibrium
levels of v and ¢ we will need the signs of the various first
and second derivatives. We make the assumption that,
generally, near equilibrium, increased virulence will de-
crease the host’s fitness and prompt the host to increase
clearance rate. Similarly, increased clearance will decrease
the pathogen’s fitness and prompt an increase in virulence.
That is, higher levels of investment from one player will
decrease the fitness of the other and promote a higher level
of investment from the other. We now show that these
assumptions, together with that of the ES stability of the
Nash equilibrium, imply

H,<0, P.<0, P,.>0, H.,,>0, H. <0, P, <0.
(3.11)

The first two inequalities follow directly from our
assumption on the fitness effects. Now we argue that P,
should be positive. Suppose the pathogen is at equilibrium
so that P, = 0. Now suppose the host increases clearance c.
Our assumption is that this should cause the pathogen to
increase v. Since the pathogen will be moving to a new
fitness maximum, that means the derivative of P at the old
equilibrium has become positive, that is, the derivative P,
has shifted from being 0 to being positive. Thus, an
increase in ¢ causes an increase in P, That tells us that
P,.>0. A similar argument shows that H.,>0. Finally the
last two follow from the fact that the Nash equilibrium is a
fitness maximum for each player when the strategy of the
other is fixed (the ES condition). The particular fitness
functions of (2.2) have all these properties.

Now we suppose the host precedes the pathogen and
examine the effect of this on the host’s clearance rate c. The
Nash equilibrium condition for the host is

H.=0. (3.12)

If the host goes first, the Stackelberg equilibrium
condition is

PUC
H.=rH, P
and conditions (3.11) tell us that the right-hand side of this
equation is positive when evaluated at the Nash equili-
brium. That means that in the shift from Nash to
Stackelberg, H,. changes from zero to positive. Since H,.
is negative, this implies that ¢ decreases. Thus, in going
first, the host employs a lower clearance rate. Since d/dc
is positive, the pathogen will also employ a lower virulence.

(3.13)

A parallel argument shows that when the pathogen goes
first the resulting levels of investment are also lower. Thus
the ability of either the host or the pathogen to respond
plastically to information gained through precedence
generally lowers both virulence and clearance. Sample
results are plotted on Fig. 1 for r =1 and 1/2. For the
functions (2.2) used there, the decrease (from the Nash
equilibrium) in both virulence and clearance is greater
when the host precedes than when the pathogen precedes.

3.3. Plasticity in both the host and the pathogen

Here we look at mnegotiation, in which there is an
opportunity for the two players to repeatedly respond to
one another plastically. We use a negotiation framework
introduced by McNamara et al. (1999) and extended by
Taylor and Day (2004) in which each player responds to an
action from the other with an action specified by its
response rule, with this process going back and forth
converging hopefully to a final pair of strategies v* and ¢*
which determine the fitness of each player. The negotiation
is effected by a pair of linear response rules

v=p, — A,

¢ =p, — e, (3.14)

where the responsiveness /. measures the degree to which an
individual responds to a change in the offer of its partner.
Note that we are using subscripts here, on the variables p
and A, not as partial derivatives, but as identifiers. In this
framework, the pathogen chooses p, and 4,, and the host
chooses p,. and 4., and the limit points of the recursive
equations are

R
H o Py — Pclov

AT
H o Pec— pu/lc
e W (3.15)

where convergence requires |[A,4./<1. With these, the
fitnesses become functions of the four negotiation strate-
gies:

P#(pw ;LU’ pc’ ;LC) = P(U#a C#)’

H¥(py, 5o pos e) = HW?, ™). (3.16)

The Nash equilibrium for this system consists of the
equations
oH* oH"*

0, —=0, —=0.

ot or
3 op, .

=0,

op,
However, as pointed out by Taylor and Day (2004), this
system is degenerate and only provides two independent

equations. If we set 1, and /. as parameters, we can solve
these four equations for the p-variables:

B4 — )
Pe= = =4k

(3.17)

(3.18)
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B+ A — 44 — 4)
P = T 200 — 40y

This system is equivalent to the system of four equations
above. These equations define a 2-dimensional manifold of
neutrally stable equilibrium points in four-dimensional
negotiation phase space, and it is mathematically unclear
where on this surface we expect a model population to
settle. If we project this system into (v,c) space, we get

L 30+ e — i)
(1= A1 — 447

(3.19)

(3.20)

o B2 =402
h (1 - /lv)(l - 4/16’) )

We ran simulations of this game with individual
variation in the parameters of the two response rules, and
with an individual’s fitness (and thus the representation of
its response rule in the next generation) given by a
particular realization of Eq. (2.2). The results are displayed
in Figs. 1 and 2 and show an evolution of negotiation rules
that yields lower values of both virulence and clearance.

(3.21)

4. Discussion

We have developed a simple evolutionary model of
host—pathogen interaction. Our objective is not to detail
the complex interactions that may arise between a host and
its pathogen, but to illustrate how different degrees of
flexibility in an individual’s ability to respond to its
opponent’s behaviour can significantly alter the evolution-
ary outcome of biological interactions, with reference to a
real-life example. In this evolutionary game, the host is
described by a single variable called clearance, measuring
the rate at which it recovers from infection. Clearance is the
outcome of up-regulation of immune function, which we
assume also results in a down-regulation of host fecundity.
The pathogen is described by a single variable called
virulence, measuring its impact on host mortality. Viru-
lence is assumed to be a by-product of pathogen investment
into reproduction (e.g., Anderson and May, 1982; Frank,
1996), and is therefore positively correlated with the
pathogen transmission rate.

We examined the co-evolution of virulence and clearance
in three distinct contexts. First, we considered the case
where the two opponents are unable to respond to one
another’s actions; i.e. they both must choose a single
clearance or virulence level and then retain these values for
the duration of the infection. This context is typical of such
coevolutionary analyses and we present it here simply as a
benchmark for comparison. The end-point of this evolu-
tionary process is the familiar Nash equilibrium levels of
virulence and clearance (Fig 1).

Secondly, we considered a situation in which only one
player can respond to the action taken by the other. In
other words, one of the players (player 1) commits to an
action before its opponent (player 2) and then must retain

this action for the duration of the infection. The second
player then uses a “‘response rule” or reaction norm that
specifies its action as a function of the action chosen by
player 1. In this case, it is the action of player 1 and the
response rule of player 2 that are the objects of selection,
and we expect the response rule of player 2 to evolve so as
to maximize its fitness for each possible action chosen by
player 1 (the so-called best response rule). The action of
player 1 is expected to evolve so as to maximize its fitness
conditional on player 2 adopting the best response rule.
The resulting joint outcome is referred to as the Stackel-
berg equilibrium. We found that whether the host or the
pathogen takes precedence influences the results quantita-
tively but not qualitatively: in both cases, both virulence
and clearance are lower than in the Nash equilibrium.

These ideas are discussed in the economics literature (e.g.
Fudenberg and Tirole, 1991) but here one makes an
assumption of rational behaviour. Note that we do not
need this here but can expect reaction norms to reflect a
complex hard-wired response. There is empirical evidence
that organisms are less likely to adopt fitness-maximizing
behaviours within contexts that are less frequently encoun-
tered (Herre, 1987). This may be interpreted as there
having been insufficient selection for the appropriate
response in such contexts, suggesting that behavioural
reaction norms will tend to be less optimal in homogeneous
populations. However, the result need not imply sub-
optimality if individuals are responding to incomplete
information, and this has been allowed for within our
analysis. In general, the assumption of optimality is one of
the most powerful tools we have for making predictions in
evolutionary biology (Parker and Maynard Smith, 1990;
Sutherland, 2005), so we have proceeded on this assump-
tion.

Third, we considered the situation where both players
can sequentially respond to one another’s actions. In this
case both players have response rules or reaction norms,
and it is these rules that are the objects of selection
(McNamara et al., 1999; Taylor and Day, 2004). During an
interaction (e.g., an infection) one player first chooses its
action, and the second player then responds with its action,
which is determined by its reaction norm and the observed
action of the first player. Then the first player responds to
the second and so on. This ‘negotiation’ proceeds
indefinitely, typically eventually converging to a steady
state pair of actions. In this case, again, we find that this
results in a more “‘peaceful” outcome relative to the Nash
equilibrium (lower virulence and clearance).

Why does plasticity have this effect? In a population at
the Nash equilibrium, a pathogen that reduces its virulence
incurs a fitness decrement. Similarly, a host reducing its
clearance below the Nash equilibrium also reduces its
fitness. How can natural selection promote such sacrifice?
One way for this to occur is for the phenotypes of
interacting partners to be positively correlated. That is to
say, less aggressive individuals (i.e., pathogens with lower
virulence, or hosts with lower clearance) are associated
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with less aggressive partners. In this case, when both
partners are less aggressive, both will benefit. The most
studied cause of such correlation is genealogical closeness
(kin selection; Hamilton, 1963, 1964; Maynard Smith,
1964). However, phenotypic plasticity provides another
mechanism whereby such correlations may arise (Nee,
1989; Taylor and Day, 2004; Gardner and West, 2004).
Specifically, if reaction norms evolve in such a way as to
result in a positive correlation, then such cooperative
outcomes will occur. Our results demonstrate that such
reaction norms do evolve, and therefore the question at
hand can be recast as: why do reaction norms result in such
positive correlations, and thus more cooperative outcomes,
evolve?

In the standard game theoretic analysis host and
pathogen associate at random and express hard-wired
behaviours. Thus, at the Nash equilibrium, there is no
scope for phenotypic correlation between partners. In
precedence games, however, phenotypic plasticity of player
2 potentially leads to a correlation between players’
strategies. First, consider the case where player 1 is the
host. If clearance is large, then the best pathogen response
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is one with a large virulence as well, because the optimal
level of virulence increases with the risk of immune
clearance (van Baalen, 1998). Second, consider the case
where player 1 is the pathogen. If virulence is large, then
the best host response is one with large clearance too,
because the optimal level of clearance increases with
virulence (van Baalen, 1998). Therefore, when only one
player can respond plastically, we expect its reaction norm
to evolve to have a positive slope, causing a positive
correlation between the aggressiveness expressed by each
partner. As a result, this leads to a more peaceful
settlement than the Nash equilibrium.

The situation in which both players respond plastically,
presents more of a challenge, both conceptually and
analytically. When your partner is plastic, then your own
phenotype determines his, and you have thus gained some
control over him, but when this control is bidirectional it is
not clear how it should operate and some form of reaction
norm needs to be assumed. Our use of negotiation rules
leads to a neutrally stable and therefore uncertain
behavioural state and we have had to resort to simulations
to determine the evolutionary outcome. These show that
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Fig. 2. Change over time from simulation studies of the negotiation game under the joint forces of selection and mutation. The top figures show the
projection of the population into (v, ¢) space. The bottom figures show sample response lines. The lines that slope up from the horizontal axis are host
responses and the lines that are nearly horizontal are pathogen responses. The dots in the top figure are plotted at the intersection of a corresponding pair
of lines. The population size is 10 million individuals (host—pathogen pairs); the top figures provide a sample of 1000 and the bottom figures provide a
sample of 30. In negotiation parameter space we begin (generation 0) with 1 normally distributed with mean 0 and variance 0.01 and p exponentially
distributed with mean 5. We calculate the host and pathogen fitness for each individual (Eq. (2.2) with n = 3/4, my = b = 1) and use these to form the next
generation as follows: for each of the 10 million “slots” a host and a pathogen are picked independently from the previous generation with a probability
proportional to their respective fitness values. At that point, the p and / parameters for both host and pathogen are allowed to mutate by being multiplied
by exp(e) where ¢ is normally distributed with mean 0 and standard deviation 0.01: (a) after 25 generations, (b) after 100 generations, (c) after 500

generations.
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Fig. 3. Fig. 1(c) is superimposed on Fig. 1, the cross marking the mean of
the distribution.

the host reaction norms tend to evolve to have positive
slope on average (Fig. 2), while the pathogen reaction
norms are fairly flat, and as a result the evolutionary
outcome of the system is more cooperative than the Nash
equilibrium.

Negotiation is therefore a relevant question each time
two partners with plastic abilities interact. This will
frequently arise in the natural world. For example,
host—pathogen interactions are intimate and lasting rela-
tionships, during which numerous signals may be ex-
changed. On the one hand, hosts clearly receive
information from their pathogens and respond by regulat-
ing immune function. On the other hand, numerous
pathogens might also be able to assess the physiological
status of their host and adjust their behaviour accordingly.
Indeed, as in any species with restricted habitat choice,
phenotypic plasticity could generally be a key determinant
of the strategy of pathogens (Agrawal, 2001; Thomas et al.,
2002). Nevertheless, plasticity in host—pathogen systems
has usually been interpreted as a mechanism of optimiza-
tion in varying environments. Here we suggest that the
understanding of these mechanisms could benefit a lot
from a novel point of view based on negotiation. For
instance, the development of benevolent relationships
between immune system and digestive bacteria involves
the reciprocal exchange of information regarding the
respective ‘actions’ of each protagonist (Mowat, 2003;
Aldridge et al., 2005). More generally, the majority of
host—bacterial interactions that end up without violent
escalation (see Merrell and Falkow, 2004) could be
interpreted as the results of negotiation processes (Fig. 3).
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